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Miranda Christ: The Structure of Relation Decoding Linear Operators in Large Language Models

We investigate the structure of linear operators that decode specific relational facts in transformer
language models. We extend their single-relation findings to a collection of relations and systema-
tically chart their organization. We show that such collections of relation decoders can be highly
compressed by simple order-3 tensor networks without significant loss in decoding accuracy. To exp-
lain this surprising redundancy, we develop a cross-evaluation protocol, in which we apply each linear
decoder operator to the subjects of every other relation. Our results reveal that these linear maps do
not encode distinct relations, but extract recurring, coarse-grained semantic properties (e.g., country
of capital city and country of food are both in the country-of-X property). This property-centric struc-
ture clarifies both the operators’” compressibility and highlights why they generalize only to new re-
lations that are semantically close. Our findings thus interpret linear relational decoding in transformer
language models as primarily property-based, rather than relation-specific. Joint work with Adrian
Csiszarik, Gergely Becso, Daniel Varga
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Jelasity Mark: Formal Verification of Deployed Neural Networks

Formal verification seeks to provide mathematical proof that a given neural network behaves nicely
in a given environment of an input, for example, that it predicts the same label in the close proximity
of the input. However, the known methods of formal verification overlook the fact that both the tools
used by the verification algorithm and the neural network itself are implemented in floating point,
which introduces a range of practically exploitable vulnerabilities. These vulnerabilities allow an at-
tacker to construct a neural network with undetectable adversarial behavior that can be triggered by,
for example, properties of the environment such as floating point precision, or specific orderings of
associative arithmetic operations.

Here, we discuss such floating point related vulneraibilities and propose an approach for their mitiga-
tion that allows us to properly bound the floating point error even in deployments, where any exp-
ression free is possible. This can be used to fix a number of sound verification approaches including
symbolic interval propagation.

Csaji Balazs: Resampled Median-of-Means for Heavy-Tailed Bandits

Stochastic multi-armed bandits (MABs) provide a fundamental framework to study sequential decision
making in uncertain environments. The upper confidence bounds (UCB) algorithm is a primary choi-
ce to solve these problems as it achieves near-optimal regret rates under various moment assump-
tions. Up until recently most UCB methods relied on concentration inequalities leading to confidence
bounds which depend on moment parameters, such as the variance proxy of subgaussian distribu-
tions, that are usually unknown in practice. In this talk we present a new distribution-free, data-driven
UCB algorithm for symmetric reward distributions which is completely parameter-free, e.g., it needs
no moment information. The key idea is to combine a refined, one-sided version of the recently devel-
oped resampled median-of-means (RMM) estimator with UCB. The resulting anytime, parameter-free
RMM-UCB algorithm achieves near-optimal regret, even for heavy-tailed reward distributions. Expe-
riments also show that RMM-UCB outperforms most state-of-the-art bandit algorithms on difficult
MAB problems, i.e., when the suboptimality gap is small and the reward distributions are heavy-tailed.
Joint work with Ambrus Tamas and Szabolcs Szentpéteri.

Ifj. Benczur Andras: Trustworthy Al in mobile radio networks: explainability, causality, uncertainty
quantification

Az egyre komplexebb, 5G és azon tuli radios haldzatokban a gépi tanulas szerepe egyre fontosab-
ba valik, a modellek déntéseinek megértése és megbizhatdsaga kulcsfontossaguva lesz. Elészor azt
vizsgalom, hogyan képes a magyarazhaté modellezés (XAl) — példaul az additiv lokalis jellemzé-hoz-
zarendelési modszerek, mint a SHAP — feltarni az oksagi kapcsolatokat a halézati konfiguracio és a
teljesitménymutatok (KPI-k) kazott. Uj, az oksagi fuggdségekkel jobban ésszhangban Iévé attribucios
technikakat vezetlink be, amelyek javitjak az értelmezhetéséget.

A radiohalozati elérejelzés motivaciojabdl kiindulva ezutan a regresszids problémakban jelentkezé
bizonytalansag kvantifikalasanak kihivasat targyaljuk. Egy nem-determinisztikus neuralis halézati reg-
resszids keretrendszert javaslunk, amelyet a Continuous Ranked Probability Score (CRPS) mintaalapu
kozelitésével optimalizalunk. Ez lehetéveé teszi az aleatorikus bizonytalansag eloszlasfliggetlen tanula-
sat, jol kalibralt valoszinlségi eldrejelzéseket biztositva.

Végul poszthoc, nemparametrikus Ujrakalibralasi modszereket targyalunk, amelyeket a modellkalib-
raciot vizsgalod Uj statisztikai tesztek inspiraltak, hogy megbizhatd déntéshozatalt tegyenek lehetéve
Osszetett, nagy kockazatu haldzati kdrnyezetekben.



